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The Intergovernmental Panel on Climate Change (IPCC) recently released the first major component of its Sixth Assessment
Report (AR6). The IPCC’s first assessment report since 2014, AR6 paints a bleak picture of both the present and the future,
illustrating “widespread, rapid and intensifying” climate changes and all but guaranteeing that the world will cross the +1.5°C
threshold in the coming years.

HPC earns a few mentions in this first installment of AR6 – no surprise, as the installment focuses on the physical science of
climate change, and HPC remains core to large-scale climate modeling. That relationship, of course, goes both ways: climate
modeling was one of the first applications of HPC and remains one of its foremost applications.

In the wake of the new climate report, HPCwire spoke to several HPC experts about the present and future of climate
supercomputing.

Kate Evans, division director for Oak Ridge National Laboratory’s Computational Science and Engineering Division – and
previously, group leader for ORNL’s Computational Earth Sciences Group.

Thomas Sterling, professor of intelligent systems engineering at Indiana University and co-developer of the Beowulf cluster.

Rick Stevens, associate laboratory director for computing, environment and life sciences at Argonne National Laboratory.

(https://6lli539m39y3hpkelqsm3c2fg-wpengine.netdna-ssl.com/wp-
content/uploads/2021/08/interviewees-climate.fw_.png)

Left to right: Kate Evans, Thomas Sterling and Rick Stevens.

Reactions to AR6

The interviewees lauded the scientific improvements demonstrated in AR6, attributing many of them to advances in HPC. “HPC’s
footprint is all over AR6, right?” Evans said. “Of course I’m happy to see that they’re using more advanced models which took
advantage of higher resolution meshes, more detail, more fidelity, more ensembles – and you couldn’t have done that without
HPC.”

Stevens agreed that AR6 was a “refinement … of what we had before,” but stressed that while the wording may be more severe,
the science of the new report is anything but shocking for many people working in the field. “For people that haven’t been paying
attention, it should be pretty sobering,” he said. “For people who’ve been paying attention, it’s like – well, this is what we’ve been
telling you guys for the last 20 years!”

Sterling, meanwhile, was somewhat more unsettled by the report. “We’re in major trouble,” he said. “And I’m not an alarmist –
though I am mildly alarmed. … We will survive COVID. … It’s not absolutely clear we’re going to survive climate change.”

Supercomputing Experts React to Dire Climate Report
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Adaptation gains prominence

AR6 has served as the loudest warning yet that climate change is not only coming: it’s here, and it’s quickly accelerating. This
abrupt transition from theory to reality – given form by the intensifying disasters around the world – has decision-makers talking
more about adaptation research (focused on weathering the effects of climate change), potentially at the expense of mitigation
research (which focuses on preventing climate change).

“I think the shift to adaptation [research] started years ago,” Stevens said. “It’s like a slow-motion movie, right? … Even if you got
the emissions corrected immediately, we’d still be riding out climate change for a while. So that realization has been around for a
decade or more. And so in policy spaces, even if you go back to the Obama administration, there was already a shift toward
adaptation in our work.” Now, Stevens said, there’s a balance between adaptation work and mitigation/decarbonization work.

“I do see a shift [away from] trying to prevent it from happening,” Evans agreed. “I think because more people are seeing it
happening in their own backyard in a way they didn’t ten years ago. I do think there’s a shift from ‘how do we prevent it’ to ‘how do
we deal with it.’”

The continued need for HPC-powered basic climate science

The researchers discouraged the notion that climate modeling and mitigation research were less important as the changes in the
climate became more apparent. “There’s even kind of a weird reverse logic going on, right?” Stevens said. “‘Well, now that we
know that climate change is real and it’s gonna be bad, do we really need to keep doing simulations?’ … That’s not ideal.”

“We have to understand climate change,” Sterling said. “We have to model it. We have to predict it with such confidence that we
can act quickly and in concerted efforts. … The target has to be very high-confidence climate models, which we do not have.”
Stressing again that he wasn’t an alarmist (“I actually am anti-alarmist!”), Sterling added that he was “concerned that we didn’t
have models that were accurate enough to tell us that the entire west side of the country was going to be on fire.”

The interviewees agreed that continued investment in this kind of basic climate science would yield important answers with real-
world impacts. “If you go back 10, 20 years ago, the primary goal of the modeling was trying to get the global balances right,”
Stevens said. “And I think now, we’ve made good progress on that, but we need to use these models to try to get the local impacts
understood.”

“And we still need to understand how the biosphere actually is going to react to all these things,” he added. “There hasn’t been a
deep sense of when you have a short-term climate shock … how biospheres react to that, how we understand that process and
how we can model it.”

The growing role of AI

Throughout the interviews, the researchers cited the advancing cachet of AI in high-level climate modeling. “It’s only more recently
that data analytics [and] deep learning have been adequately applied to the [climate] data coming in,” Sterling said, highlighting the
relatively novel opportunity to correlate atmospheric data with our bottom-up, chemical understanding of climate dynamics.

“We think that AI is going to make a big difference,” Stevens added, “both in how we can do downscaling and how we can do
interpretation of the output of models and interpretation of observational data. But AI can also play a role in the models themselves
– and that’s going to be developing over the next 5, 10 years – but it could result in more accuracy, better understanding of
processes and reduced uncertainty.”

Evans, like Stevens, cited the burgeoning intersection between AI techniques and more traditional climate modeling. “Combining
[machine learning and simulation], I think, is the future,” she said. “It’s not that we are going to do [just] machine learning or just
mod sim. I think the combination of data-driven models and physically defined models is going to get us where we need to go –
because you do need both, there are things you can’t characterize with equations and there are things you can really characterize
well with equations … Modeling and simulation does a great job with things like fluid dynamics and those things where we really
understand physically what’s happening.”

Climate lessons from the pandemic

A year and a half ago, virtually every major research HPC practitioner suddenly had a new, urgent and extraordinarily resource-
intensive task: COVID research. But far from viewing HPC’s pivot to COVID research as an impediment to climate research, the
interviewees instead expressed how the emphasis on COVID research had proved useful for climate research, and vice versa.

“I see it as a 100 percent gain,” Evans said. “My division is computational science, covering many domains – including earth and
climate science, where I came from. But we also have a section on human health and biology [and] what we’ve done is actually
combine the two. … What we found is that the kinds of climate science people are interested in is how it affects them, right?”

“For example,” she continued, “I was with this working group where we looked at vector-borne diseases. So, mosquitoes carry
disease, mosquitoes exist in certain areas and not in others – but with climate change, their habitats will change. And so you can
expect if you have more water, right, or ponding or puddles and things, you get more mosquitoes. And so we’re looking at how you
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connect disease to climate change, so you can imagine that even though the pandemic is getting a lot of attention, we can use that
in a way that actually will help people understand the changes for the climate.”

Evans also cited the health impacts from the wildfires, noting how the combination of the two research teams helped them to
understand the intertwined impacts. Sterling, similarly, referenced a Harvard report. “What they showed was the fires on the West
Coast” – specifically, the smoke from those fires – “significantly aggravate the likelihood of COVID being caught by people,” he
said.

A model for rapid research

Beyond the scientific intersections, some also cited the impact that the pandemic had had in terms of modeling how urgent
research could be conducted swiftly and efficiently. “One of the most important successes … has been the ability to rapidly
change,” Sterling said, noting changes in the accessibility of medical data and computational resources. “[Researchers] were able
to reduce months of competitive bureaucracy down to a few weeks. Japan did this [with Fugaku and other systems].”

“That’s a remarkable piece of bureaucracy,” he continued. “That’s exactly what we have to do not just with COVID, but with climate
change – and we have to do it fast.” Evans also referenced post-COVID changes in the workflow: “I think the pandemic obviously
changed the way we collaborate,” she said, adding that “getting cycles and access to HPC is going to force us to collaborate in a
way that we should be doing.”

What can the HPC community do?

Countless HPC practitioners are, of course, working on modeling and addressing climate change. “Whether it’s from a standpoint
of creating technology – like energy storage or resilient grids or electric vehicles or whatever – there’s a hundred different things
the [national] labs are doing that are affecting the decarbonization agenda or the electrification agenda or the clean energy
agenda,” Stevens said, going on to cite the imminent promise of exascale climate supercomputing. Sterling, similarly, referred to
major advances and investments in HPC for weather and climate, highlighting the recent deal between Microsoft and the UK’s Met
Office (https://www.hpcwire.com/2021/04/22/microsoft-to-provide-worlds-most-powerful-weather-climate-supercomputer-for-uks-
met-office/) to provide the world’s most powerful system dedicated to weather and climate research.

Still, the question remains: is there anything else the HPC community can do that would help advance climate change research or
awareness?

Sterling returned to organizational considerations. “We need a stronger synthesis [among] the research community,” he said.
“Remember, most of the research community are really little mom-and-pop operations in various institutions that are primarily, but
not exclusively, being funded by NSF. … In the same way that we have the NIH, we need an oversight body that manages money
and manages coordination [and] correlation of work efforts without constraining research ideas.”

“We need the Manhattan Project for climate modeling,” he added. “We need such a project with … people being able to do the
research without having to spend most of their time writing the proposals.”

Stevens doubled down on the need for basic research to understand new facets of Earth’s climate. “We still have big open
questions in the climate system,” he said. “Not that it would challenge the basic trends that we have, but details still really need to
be understood.”

Evans, meanwhile, advised a healthy level of detachment. “I like to separate the two concerns,” she said. “HPC’s job is to do a
better job of telling people the true state of affairs and our best predictions of the future. And then what we do with that and how
freaked out we are is someone else’s job to worry about.”

Read More

Climate, Exascale & the Ultimate Answer (https://www.hpcwire.com/2020/11/19/sc20-keynote-climate-exascale-the-ultimate-
answer/)

Microsoft to Provide World’s Most Powerful Weather & Climate Supercomputer for UK’s Met Office
(https://www.hpcwire.com/2021/04/22/microsoft-to-provide-worlds-most-powerful-weather-climate-supercomputer-for-uks-met-
office/)

Is Weather and Climate Prediction the Perfect ‘Pilot’ for Exascale? (https://www.hpcwire.com/2019/06/21/is-weather-and-climate-
prediction-the-perfect-pilot-for-exascale/)
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